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16]. Different survey tools are likely to give different results: in
contrast to surveys that use a detailed contact diary-based
approach [7,12–14,28,29] the method used here did not require
participants to give additional details about each of the people they
met, and thus there was no time-saving incentive towards
recording fewer contacts; on the other hand, listing one by one
all encounters may provide an aid to recall.

Several different methods of collecting social contact data have
been used in other studies, including self-completed paper contact
diaries [7,11,28,29], network studies [8,30,31], electronic contact
diaries [32], online contact diaries [29] and automated electronic
proximity sensors [33]. All have been found to be useful, and none
to be perfect. Perfect recall of all encounters is unlikely, especially
for short-duration encounters [30]. Some studies have found

Figure 1. Social contact matrices. Values and colours show the mean number of contacts per day reported between each age group. In each
panel, the participant’s age group is shown on the vertical axis, that of their contacts on the horizontal axis. The four panels show patterns of A:
conversational contacts during school term time; B: conversational contacts during school holidays; C: physical contacts during school term time; D:
physical contacts during school holidays.
doi:10.1371/journal.pcbi.1002425.g001

Table 1. Daily contact numbers.

number of conversational contacts number of physical contacts

age group school term time school holidays p school term time school holidays p

0–4 13.8 (14.6) 15.4 (24.1) 0.701 8.2 (6.8) 7.1 (10.3) 0.750

12 [5, 18] 7 [4, 17.5] 7 [3, 12] 3 [2, 9]

5–18 41.2 (62.4) 24.8 (38.9) 0.001 11.0 (21.1) 8.9 (14.0) 0.342

14 [6, 55] 9.5 [6, 26] 6 [3, 13] 5 [2, 9]

19–64 20.5 (32.7) 19.6 (35.6) 0.017 5.0 (14.7) 5.0 (14.0) 0.633

12 [6, 21] 12 [6, 21] 2 [1, 5] 3 [1, 5]

65+ 9.1 (19.6) 7.6 (8.3) 0.014 2.4 (3.3) 2.7 (4.2) 0.525

4 [2, 9] 6 [3, 10] 1 [1, 3] 2 [1, 3]

Summary of the number of daily contacts reported by participants in each age group, comparing term time with school holidays. For each age group, the mean
(standard deviation), and median [inter-quartile range] are shown. p-values give the significance level for differences in number of contacts reported in school term time
and school holidays.
doi:10.1371/journal.pcbi.1002425.t001
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Measles in Niger

as measles, are the best-studied examples of the
link between population density (e.g., aggrega-
tion in schools in industrialized countries) and
seasonal disease transmission (3).

Recent measles epidemics in Niger show
considerably stronger seasonal dynamics than the
industrialized, prevaccination paradigm (2). Al-
though the magnitude of outbreaks varies greatly
between years, the timing is exceptionally con-
sistent; outbreaks occur only during the annual
dry season (2) (Fig. 1, A to C). Previous work has
hypothesized that Niger’s seasonal cycles of
measles are caused by fluctuations in population
density and contact rates, rather than schooling
(2), consistent with the young median age of in-
fection (~2 years). The economy and work force
of Niger are largely agricultural, and seasonal re-
location to low-density agricultural areas during
the rainy season and to high-density urban areas
during the dry season is common (13, 14). Sea-
sonal migration in this region, and in Niger spe-
cifically, has been documented, but sample sizes
are often small, and the epidemiological impli-
cations of such movements are not fully under-
stood (14).

Static estimates of the distribution of average
population density can be obtained from national
censuses, household surveys, and satellite imag-
ery. One form of satellite imagery from the De-
fense Meteorological Satellite Program (DMSP)
Operational Linescan System (OLS) detects night-
time light, which can be used to map settlements
across large areas (15). Hundreds of nighttime
images are composited to identify stable patches

of electrification and domestic fires; bright areas
on composites represent consistently detectable,
relatively dense settlements (15, 16). The serial
images used to build such composites can reveal
information about temporal changes in popula-
tions (17). Detecting seasonal changes in urban
nighttime brightness allows us to quantify mi-
gration and to evaluate relative population den-
sity as a determinant of fluctuations in measles
transmission.

Using a time series of DMSP OLS images,
we measured serial values of urban brightness
as a proxy for relative population density [details
in supporting online material (SOM) part 1] in
three cities in Niger. We compared seasonal
patterns of population density, as measured by
brightness, to seasonally varying measles trans-
mission parameters, as estimated from 10 years
of weekly reported measles cases (1). Last, we
analyzed the spatiotemporal patterns of nighttime
lights and measles incidence within the largest
city of Niger.

Our analysis focused on three cities in Niger
(Fig. 1A): Niamey, Maradi, and Zinder. Weekly
measles incidence from 1995 to 2004 for these
cities showed strong seasonal fluctuations (2). For
each city, brightness values were extracted as unit-
less, digital numbers from 155 cloud-free, low
lunar illumination images taken during 2000–
2004 between 7 p.m. and 10 p.m. (fig. S1B).

The qualitative patterns of seasonal changes
in brightness for all three cities were similar.
Brightness fell below each city’s mean during the
rainy season and rose above its mean during the

dry season (Fig. 1E and SOM part 1). Relative
measles transmission rates [for biweekly time
steps, estimated in (1)] and brightnesswere strong-
ly positively correlated for all three cities (Fig. 1,
D to F; table S1; and fig. S1; Pearson correlation =
0.88, 0.88, and 0.78 for Niamey, Maradi, and
Zinder, respectively, P < 0.01 for all cities). In
addition, the magnitude of the fluctuations in
brightness and the transmission rates were sim-
ilar; Maradi and Zinder had relatively low var-
iance in brightness (0.07 and 0.07, respectively)
and relatively low variance in transmission rate
(0.14 and 0.12, respectively), whereas Niamey
had higher variance in both brightness (0.22) and
transmission rate (0.23).

The high spatial resolution of the images
(~1 km) also allowed us to analyze spatial pat-
terns of relative brightness within cities (see also
SOMpart 1).WithinNiamey, measles cases were
reported at the commune level during an outbreak
in 2003–2004. These data provided an opportunity
to test whether local fluctuations in population
density correlated with measles incidence. Values
for mean and range of brightness varied by com-
mune (Fig. 2, A and B, and table S2). Measles
incidence appeared and peaked earliest in com-
mune 1, followed closely by commune 2, and
considerably later in commune 3 (Fig. 2C). The
observed pattern of brightness tracked the pro-
gression of measles through the communes (Fig.
2, B and C). Together, communes 1 and 2 expe-
rienced more than 90% of the reported cases in
the city, which matched the relative magnitude of
brightness by commune.

Fig. 1. (A) Map of Africa, Niger in gray. (B) Three cities of Niger included in
this study. (C) Average weekly annual rainfall for Niger (dark gray) and na-
tional weekly average of annual measles cases, 1995–2004 (light gray). Shad-
ing gives 95% confidence intervals. (D) Relative transmission rates (number of
infections per product of susceptible and infectious individuals per 2 weeks) for
Niamey, Maradi, Zinder by calendar day 1 to 365 (x axis) (1). Gray area in-

dicates rainy season. (E) Relative brightness (cubic smoothing spline, df = 3) by
calendar day 1 to 365 (x axis) for each city. Gray area indicates rainy season;
dashed line indicates mean of brightness for each city (table S1). (F) Brightness
against relative transmission rate for each city. Box indicates interquartile
range, whiskers extend 1.5 times the interquartile range. Width of boxes
correlates to number of observations.
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• Bharti et al. (2011;  Science) used intensity of 
nighttime lights from satellite imagery to estimate 
population density 

Rainy Season

as measles, are the best-studied examples of the
link between population density (e.g., aggrega-
tion in schools in industrialized countries) and
seasonal disease transmission (3).

Recent measles epidemics in Niger show
considerably stronger seasonal dynamics than the
industrialized, prevaccination paradigm (2). Al-
though the magnitude of outbreaks varies greatly
between years, the timing is exceptionally con-
sistent; outbreaks occur only during the annual
dry season (2) (Fig. 1, A to C). Previous work has
hypothesized that Niger’s seasonal cycles of
measles are caused by fluctuations in population
density and contact rates, rather than schooling
(2), consistent with the young median age of in-
fection (~2 years). The economy and work force
of Niger are largely agricultural, and seasonal re-
location to low-density agricultural areas during
the rainy season and to high-density urban areas
during the dry season is common (13, 14). Sea-
sonal migration in this region, and in Niger spe-
cifically, has been documented, but sample sizes
are often small, and the epidemiological impli-
cations of such movements are not fully under-
stood (14).

Static estimates of the distribution of average
population density can be obtained from national
censuses, household surveys, and satellite imag-
ery. One form of satellite imagery from the De-
fense Meteorological Satellite Program (DMSP)
Operational Linescan System (OLS) detects night-
time light, which can be used to map settlements
across large areas (15). Hundreds of nighttime
images are composited to identify stable patches

of electrification and domestic fires; bright areas
on composites represent consistently detectable,
relatively dense settlements (15, 16). The serial
images used to build such composites can reveal
information about temporal changes in popula-
tions (17). Detecting seasonal changes in urban
nighttime brightness allows us to quantify mi-
gration and to evaluate relative population den-
sity as a determinant of fluctuations in measles
transmission.

Using a time series of DMSP OLS images,
we measured serial values of urban brightness
as a proxy for relative population density [details
in supporting online material (SOM) part 1] in
three cities in Niger. We compared seasonal
patterns of population density, as measured by
brightness, to seasonally varying measles trans-
mission parameters, as estimated from 10 years
of weekly reported measles cases (1). Last, we
analyzed the spatiotemporal patterns of nighttime
lights and measles incidence within the largest
city of Niger.

Our analysis focused on three cities in Niger
(Fig. 1A): Niamey, Maradi, and Zinder. Weekly
measles incidence from 1995 to 2004 for these
cities showed strong seasonal fluctuations (2). For
each city, brightness values were extracted as unit-
less, digital numbers from 155 cloud-free, low
lunar illumination images taken during 2000–
2004 between 7 p.m. and 10 p.m. (fig. S1B).

The qualitative patterns of seasonal changes
in brightness for all three cities were similar.
Brightness fell below each city’s mean during the
rainy season and rose above its mean during the

dry season (Fig. 1E and SOM part 1). Relative
measles transmission rates [for biweekly time
steps, estimated in (1)] and brightnesswere strong-
ly positively correlated for all three cities (Fig. 1,
D to F; table S1; and fig. S1; Pearson correlation =
0.88, 0.88, and 0.78 for Niamey, Maradi, and
Zinder, respectively, P < 0.01 for all cities). In
addition, the magnitude of the fluctuations in
brightness and the transmission rates were sim-
ilar; Maradi and Zinder had relatively low var-
iance in brightness (0.07 and 0.07, respectively)
and relatively low variance in transmission rate
(0.14 and 0.12, respectively), whereas Niamey
had higher variance in both brightness (0.22) and
transmission rate (0.23).

The high spatial resolution of the images
(~1 km) also allowed us to analyze spatial pat-
terns of relative brightness within cities (see also
SOMpart 1).WithinNiamey, measles cases were
reported at the commune level during an outbreak
in 2003–2004. These data provided an opportunity
to test whether local fluctuations in population
density correlated with measles incidence. Values
for mean and range of brightness varied by com-
mune (Fig. 2, A and B, and table S2). Measles
incidence appeared and peaked earliest in com-
mune 1, followed closely by commune 2, and
considerably later in commune 3 (Fig. 2C). The
observed pattern of brightness tracked the pro-
gression of measles through the communes (Fig.
2, B and C). Together, communes 1 and 2 expe-
rienced more than 90% of the reported cases in
the city, which matched the relative magnitude of
brightness by commune.

Fig. 1. (A) Map of Africa, Niger in gray. (B) Three cities of Niger included in
this study. (C) Average weekly annual rainfall for Niger (dark gray) and na-
tional weekly average of annual measles cases, 1995–2004 (light gray). Shad-
ing gives 95% confidence intervals. (D) Relative transmission rates (number of
infections per product of susceptible and infectious individuals per 2 weeks) for
Niamey, Maradi, Zinder by calendar day 1 to 365 (x axis) (1). Gray area in-

dicates rainy season. (E) Relative brightness (cubic smoothing spline, df = 3) by
calendar day 1 to 365 (x axis) for each city. Gray area indicates rainy season;
dashed line indicates mean of brightness for each city (table S1). (F) Brightness
against relative transmission rate for each city. Box indicates interquartile
range, whiskers extend 1.5 times the interquartile range. Width of boxes
correlates to number of observations.

www.sciencemag.org SCIENCE VOL 334 9 DECEMBER 2011 1425

REPORTS

 o
n 

D
ec

em
be

r 1
2,

 2
01

1
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 



Measles in Niger

• Transmission rates and 
population density driven 
by pattern of rainfall and 

agricultural practices

as measles, are the best-studied examples of the
link between population density (e.g., aggrega-
tion in schools in industrialized countries) and
seasonal disease transmission (3).

Recent measles epidemics in Niger show
considerably stronger seasonal dynamics than the
industrialized, prevaccination paradigm (2). Al-
though the magnitude of outbreaks varies greatly
between years, the timing is exceptionally con-
sistent; outbreaks occur only during the annual
dry season (2) (Fig. 1, A to C). Previous work has
hypothesized that Niger’s seasonal cycles of
measles are caused by fluctuations in population
density and contact rates, rather than schooling
(2), consistent with the young median age of in-
fection (~2 years). The economy and work force
of Niger are largely agricultural, and seasonal re-
location to low-density agricultural areas during
the rainy season and to high-density urban areas
during the dry season is common (13, 14). Sea-
sonal migration in this region, and in Niger spe-
cifically, has been documented, but sample sizes
are often small, and the epidemiological impli-
cations of such movements are not fully under-
stood (14).

Static estimates of the distribution of average
population density can be obtained from national
censuses, household surveys, and satellite imag-
ery. One form of satellite imagery from the De-
fense Meteorological Satellite Program (DMSP)
Operational Linescan System (OLS) detects night-
time light, which can be used to map settlements
across large areas (15). Hundreds of nighttime
images are composited to identify stable patches

of electrification and domestic fires; bright areas
on composites represent consistently detectable,
relatively dense settlements (15, 16). The serial
images used to build such composites can reveal
information about temporal changes in popula-
tions (17). Detecting seasonal changes in urban
nighttime brightness allows us to quantify mi-
gration and to evaluate relative population den-
sity as a determinant of fluctuations in measles
transmission.

Using a time series of DMSP OLS images,
we measured serial values of urban brightness
as a proxy for relative population density [details
in supporting online material (SOM) part 1] in
three cities in Niger. We compared seasonal
patterns of population density, as measured by
brightness, to seasonally varying measles trans-
mission parameters, as estimated from 10 years
of weekly reported measles cases (1). Last, we
analyzed the spatiotemporal patterns of nighttime
lights and measles incidence within the largest
city of Niger.

Our analysis focused on three cities in Niger
(Fig. 1A): Niamey, Maradi, and Zinder. Weekly
measles incidence from 1995 to 2004 for these
cities showed strong seasonal fluctuations (2). For
each city, brightness values were extracted as unit-
less, digital numbers from 155 cloud-free, low
lunar illumination images taken during 2000–
2004 between 7 p.m. and 10 p.m. (fig. S1B).

The qualitative patterns of seasonal changes
in brightness for all three cities were similar.
Brightness fell below each city’s mean during the
rainy season and rose above its mean during the

dry season (Fig. 1E and SOM part 1). Relative
measles transmission rates [for biweekly time
steps, estimated in (1)] and brightnesswere strong-
ly positively correlated for all three cities (Fig. 1,
D to F; table S1; and fig. S1; Pearson correlation =
0.88, 0.88, and 0.78 for Niamey, Maradi, and
Zinder, respectively, P < 0.01 for all cities). In
addition, the magnitude of the fluctuations in
brightness and the transmission rates were sim-
ilar; Maradi and Zinder had relatively low var-
iance in brightness (0.07 and 0.07, respectively)
and relatively low variance in transmission rate
(0.14 and 0.12, respectively), whereas Niamey
had higher variance in both brightness (0.22) and
transmission rate (0.23).

The high spatial resolution of the images
(~1 km) also allowed us to analyze spatial pat-
terns of relative brightness within cities (see also
SOMpart 1).WithinNiamey, measles cases were
reported at the commune level during an outbreak
in 2003–2004. These data provided an opportunity
to test whether local fluctuations in population
density correlated with measles incidence. Values
for mean and range of brightness varied by com-
mune (Fig. 2, A and B, and table S2). Measles
incidence appeared and peaked earliest in com-
mune 1, followed closely by commune 2, and
considerably later in commune 3 (Fig. 2C). The
observed pattern of brightness tracked the pro-
gression of measles through the communes (Fig.
2, B and C). Together, communes 1 and 2 expe-
rienced more than 90% of the reported cases in
the city, which matched the relative magnitude of
brightness by commune.

Fig. 1. (A) Map of Africa, Niger in gray. (B) Three cities of Niger included in
this study. (C) Average weekly annual rainfall for Niger (dark gray) and na-
tional weekly average of annual measles cases, 1995–2004 (light gray). Shad-
ing gives 95% confidence intervals. (D) Relative transmission rates (number of
infections per product of susceptible and infectious individuals per 2 weeks) for
Niamey, Maradi, Zinder by calendar day 1 to 365 (x axis) (1). Gray area in-

dicates rainy season. (E) Relative brightness (cubic smoothing spline, df = 3) by
calendar day 1 to 365 (x axis) for each city. Gray area indicates rainy season;
dashed line indicates mean of brightness for each city (table S1). (F) Brightness
against relative transmission rate for each city. Box indicates interquartile
range, whiskers extend 1.5 times the interquartile range. Width of boxes
correlates to number of observations.
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Rainy Season

as measles, are the best-studied examples of the
link between population density (e.g., aggrega-
tion in schools in industrialized countries) and
seasonal disease transmission (3).

Recent measles epidemics in Niger show
considerably stronger seasonal dynamics than the
industrialized, prevaccination paradigm (2). Al-
though the magnitude of outbreaks varies greatly
between years, the timing is exceptionally con-
sistent; outbreaks occur only during the annual
dry season (2) (Fig. 1, A to C). Previous work has
hypothesized that Niger’s seasonal cycles of
measles are caused by fluctuations in population
density and contact rates, rather than schooling
(2), consistent with the young median age of in-
fection (~2 years). The economy and work force
of Niger are largely agricultural, and seasonal re-
location to low-density agricultural areas during
the rainy season and to high-density urban areas
during the dry season is common (13, 14). Sea-
sonal migration in this region, and in Niger spe-
cifically, has been documented, but sample sizes
are often small, and the epidemiological impli-
cations of such movements are not fully under-
stood (14).

Static estimates of the distribution of average
population density can be obtained from national
censuses, household surveys, and satellite imag-
ery. One form of satellite imagery from the De-
fense Meteorological Satellite Program (DMSP)
Operational Linescan System (OLS) detects night-
time light, which can be used to map settlements
across large areas (15). Hundreds of nighttime
images are composited to identify stable patches

of electrification and domestic fires; bright areas
on composites represent consistently detectable,
relatively dense settlements (15, 16). The serial
images used to build such composites can reveal
information about temporal changes in popula-
tions (17). Detecting seasonal changes in urban
nighttime brightness allows us to quantify mi-
gration and to evaluate relative population den-
sity as a determinant of fluctuations in measles
transmission.

Using a time series of DMSP OLS images,
we measured serial values of urban brightness
as a proxy for relative population density [details
in supporting online material (SOM) part 1] in
three cities in Niger. We compared seasonal
patterns of population density, as measured by
brightness, to seasonally varying measles trans-
mission parameters, as estimated from 10 years
of weekly reported measles cases (1). Last, we
analyzed the spatiotemporal patterns of nighttime
lights and measles incidence within the largest
city of Niger.

Our analysis focused on three cities in Niger
(Fig. 1A): Niamey, Maradi, and Zinder. Weekly
measles incidence from 1995 to 2004 for these
cities showed strong seasonal fluctuations (2). For
each city, brightness values were extracted as unit-
less, digital numbers from 155 cloud-free, low
lunar illumination images taken during 2000–
2004 between 7 p.m. and 10 p.m. (fig. S1B).

The qualitative patterns of seasonal changes
in brightness for all three cities were similar.
Brightness fell below each city’s mean during the
rainy season and rose above its mean during the

dry season (Fig. 1E and SOM part 1). Relative
measles transmission rates [for biweekly time
steps, estimated in (1)] and brightnesswere strong-
ly positively correlated for all three cities (Fig. 1,
D to F; table S1; and fig. S1; Pearson correlation =
0.88, 0.88, and 0.78 for Niamey, Maradi, and
Zinder, respectively, P < 0.01 for all cities). In
addition, the magnitude of the fluctuations in
brightness and the transmission rates were sim-
ilar; Maradi and Zinder had relatively low var-
iance in brightness (0.07 and 0.07, respectively)
and relatively low variance in transmission rate
(0.14 and 0.12, respectively), whereas Niamey
had higher variance in both brightness (0.22) and
transmission rate (0.23).

The high spatial resolution of the images
(~1 km) also allowed us to analyze spatial pat-
terns of relative brightness within cities (see also
SOMpart 1).WithinNiamey, measles cases were
reported at the commune level during an outbreak
in 2003–2004. These data provided an opportunity
to test whether local fluctuations in population
density correlated with measles incidence. Values
for mean and range of brightness varied by com-
mune (Fig. 2, A and B, and table S2). Measles
incidence appeared and peaked earliest in com-
mune 1, followed closely by commune 2, and
considerably later in commune 3 (Fig. 2C). The
observed pattern of brightness tracked the pro-
gression of measles through the communes (Fig.
2, B and C). Together, communes 1 and 2 expe-
rienced more than 90% of the reported cases in
the city, which matched the relative magnitude of
brightness by commune.

Fig. 1. (A) Map of Africa, Niger in gray. (B) Three cities of Niger included in
this study. (C) Average weekly annual rainfall for Niger (dark gray) and na-
tional weekly average of annual measles cases, 1995–2004 (light gray). Shad-
ing gives 95% confidence intervals. (D) Relative transmission rates (number of
infections per product of susceptible and infectious individuals per 2 weeks) for
Niamey, Maradi, Zinder by calendar day 1 to 365 (x axis) (1). Gray area in-

dicates rainy season. (E) Relative brightness (cubic smoothing spline, df = 3) by
calendar day 1 to 365 (x axis) for each city. Gray area indicates rainy season;
dashed line indicates mean of brightness for each city (table S1). (F) Brightness
against relative transmission rate for each city. Box indicates interquartile
range, whiskers extend 1.5 times the interquartile range. Width of boxes
correlates to number of observations.
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as measles, are the best-studied examples of the
link between population density (e.g., aggrega-
tion in schools in industrialized countries) and
seasonal disease transmission (3).

Recent measles epidemics in Niger show
considerably stronger seasonal dynamics than the
industrialized, prevaccination paradigm (2). Al-
though the magnitude of outbreaks varies greatly
between years, the timing is exceptionally con-
sistent; outbreaks occur only during the annual
dry season (2) (Fig. 1, A to C). Previous work has
hypothesized that Niger’s seasonal cycles of
measles are caused by fluctuations in population
density and contact rates, rather than schooling
(2), consistent with the young median age of in-
fection (~2 years). The economy and work force
of Niger are largely agricultural, and seasonal re-
location to low-density agricultural areas during
the rainy season and to high-density urban areas
during the dry season is common (13, 14). Sea-
sonal migration in this region, and in Niger spe-
cifically, has been documented, but sample sizes
are often small, and the epidemiological impli-
cations of such movements are not fully under-
stood (14).

Static estimates of the distribution of average
population density can be obtained from national
censuses, household surveys, and satellite imag-
ery. One form of satellite imagery from the De-
fense Meteorological Satellite Program (DMSP)
Operational Linescan System (OLS) detects night-
time light, which can be used to map settlements
across large areas (15). Hundreds of nighttime
images are composited to identify stable patches

of electrification and domestic fires; bright areas
on composites represent consistently detectable,
relatively dense settlements (15, 16). The serial
images used to build such composites can reveal
information about temporal changes in popula-
tions (17). Detecting seasonal changes in urban
nighttime brightness allows us to quantify mi-
gration and to evaluate relative population den-
sity as a determinant of fluctuations in measles
transmission.

Using a time series of DMSP OLS images,
we measured serial values of urban brightness
as a proxy for relative population density [details
in supporting online material (SOM) part 1] in
three cities in Niger. We compared seasonal
patterns of population density, as measured by
brightness, to seasonally varying measles trans-
mission parameters, as estimated from 10 years
of weekly reported measles cases (1). Last, we
analyzed the spatiotemporal patterns of nighttime
lights and measles incidence within the largest
city of Niger.

Our analysis focused on three cities in Niger
(Fig. 1A): Niamey, Maradi, and Zinder. Weekly
measles incidence from 1995 to 2004 for these
cities showed strong seasonal fluctuations (2). For
each city, brightness values were extracted as unit-
less, digital numbers from 155 cloud-free, low
lunar illumination images taken during 2000–
2004 between 7 p.m. and 10 p.m. (fig. S1B).

The qualitative patterns of seasonal changes
in brightness for all three cities were similar.
Brightness fell below each city’s mean during the
rainy season and rose above its mean during the

dry season (Fig. 1E and SOM part 1). Relative
measles transmission rates [for biweekly time
steps, estimated in (1)] and brightnesswere strong-
ly positively correlated for all three cities (Fig. 1,
D to F; table S1; and fig. S1; Pearson correlation =
0.88, 0.88, and 0.78 for Niamey, Maradi, and
Zinder, respectively, P < 0.01 for all cities). In
addition, the magnitude of the fluctuations in
brightness and the transmission rates were sim-
ilar; Maradi and Zinder had relatively low var-
iance in brightness (0.07 and 0.07, respectively)
and relatively low variance in transmission rate
(0.14 and 0.12, respectively), whereas Niamey
had higher variance in both brightness (0.22) and
transmission rate (0.23).

The high spatial resolution of the images
(~1 km) also allowed us to analyze spatial pat-
terns of relative brightness within cities (see also
SOMpart 1).WithinNiamey, measles cases were
reported at the commune level during an outbreak
in 2003–2004. These data provided an opportunity
to test whether local fluctuations in population
density correlated with measles incidence. Values
for mean and range of brightness varied by com-
mune (Fig. 2, A and B, and table S2). Measles
incidence appeared and peaked earliest in com-
mune 1, followed closely by commune 2, and
considerably later in commune 3 (Fig. 2C). The
observed pattern of brightness tracked the pro-
gression of measles through the communes (Fig.
2, B and C). Together, communes 1 and 2 expe-
rienced more than 90% of the reported cases in
the city, which matched the relative magnitude of
brightness by commune.

Fig. 1. (A) Map of Africa, Niger in gray. (B) Three cities of Niger included in
this study. (C) Average weekly annual rainfall for Niger (dark gray) and na-
tional weekly average of annual measles cases, 1995–2004 (light gray). Shad-
ing gives 95% confidence intervals. (D) Relative transmission rates (number of
infections per product of susceptible and infectious individuals per 2 weeks) for
Niamey, Maradi, Zinder by calendar day 1 to 365 (x axis) (1). Gray area in-

dicates rainy season. (E) Relative brightness (cubic smoothing spline, df = 3) by
calendar day 1 to 365 (x axis) for each city. Gray area indicates rainy season;
dashed line indicates mean of brightness for each city (table S1). (F) Brightness
against relative transmission rate for each city. Box indicates interquartile
range, whiskers extend 1.5 times the interquartile range. Width of boxes
correlates to number of observations.
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Measles in Africa

Seasonality	differs	
regionally,	driven	by	
patterns	of	rainfall	
and	agricultural	

practices
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Latitudinal trends in Influenza 
transmission 

Viboud et al. (2006)



Latitudinal trends in Influenza 
transmission 

o What	are	mechanisms	causing	these	pa4erns?	
• Host	aggregaLon	(in	winter)	
• Changes	in	host	mucosal	lining	
• Impact	of	humidity	on	aerosol	transmission	–	

environmental	determinant	of	virus	survival	
o Open	quesLon,	but	best	available	evidence	

suggests	absolute	humidity	is	major	explanatory	
variable	for	influenza	viability	through	seasons

Figure 1. Analyses of laboratory data, environmental data, and SIRS model simulations. (A) Log-linear regression of guinea pig airborne
influenza virus transmission data [14,15] on specific humidity (a measure of AH); (B) log-linear regression of 1-h influenza virus survival data [28] on
specific humidity; (C) functional relationship between R0(t) and q(t) per Equation 4; (D) 1972–2002 daily climatology of 2-m above-ground NCEP-NCAR
reanalysis specific humidity [23] for Arizona, Florida, Illinois, New York state, and Washington state; (E) 1972–2002 average daily values of R0(t) derived

Absolute Humidity and Wintertime Influenza

PLoS Biology | www.plosbiology.org 3 February 2010 | Volume 8 | Issue 2 | e1000316

Figure 1. Analyses of laboratory data, environmental data, and SIRS model simulations. (A) Log-linear regression of guinea pig airborne
influenza virus transmission data [14,15] on specific humidity (a measure of AH); (B) log-linear regression of 1-h influenza virus survival data [28] on
specific humidity; (C) functional relationship between R0(t) and q(t) per Equation 4; (D) 1972–2002 daily climatology of 2-m above-ground NCEP-NCAR
reanalysis specific humidity [23] for Arizona, Florida, Illinois, New York state, and Washington state; (E) 1972–2002 average daily values of R0(t) derived

Absolute Humidity and Wintertime Influenza

PLoS Biology | www.plosbiology.org 3 February 2010 | Volume 8 | Issue 2 | e1000316



Cholera seasonality

Copepods:	a	reservoir	for	Vibrio	cholerae

www.kawaiibuzz.com/

Cholera	deaths,	Bengal

Rainfall

http://www.kawaiibuzz.com


Polio

Timing	of	seasonal	
polio	epidemics	in	US	
driven	by	laLtude



Photoperiodism

Photoperiodism:	physiological	
response	of	animals/plants	to	

changes	in	day	length

Prendergast / PHOTOPERIOD IN PREDICTING 1918-1920 INFLUENZA PANDEMIC MORTALITY  349  

may have contributed to prior conclusions 
that pandemic mortality in 1918-1920 was 
unaffected by latitude.

When numerous environmental vari-
ables were controlled for (Table 1, model 
7), effects of mean Ta on mortality were 
also evident. This relation may be medi-
ated in part by Ta-driven constraints on 
hyper- and hypothermia and subsequent 
interactions between body temperature 
and survival of sepsis (Kluger et al., 1988; 
Romanovsky et al., 1996). In addition, Ta 
affects both transmission (attack rates) and 
symptom severity (case fatality) of human 
influenza viruses (Molinari et al., 2007; 
Lowen et al., 2007). Effects of Ta on influ-
enza-associated mortality are undoubtedly 
complex, but the inclusion of Ta in multi-
variate models may permit more complete 
understanding of how local environments 
affect disease outcomes (e.g., Ballester et 
al., 1997). It is also potentially interesting 
to consider why the direction of the rela-
tionship between Ta and mortality changes 
between models 3 and 7 (Table 1). Clearly, 
when it is treated in isolation in model 3, 
the estimated effect of Ta (which includes 
the effects of any variables correlated with 
Ta) is positive. That is, lower Ta is associ-
ated with lower mortality, and higher Ta 
is associated with higher mortality. But 
once the effects of certain correlated vari-
ables are accounted for in model 7—par-

ticularly the pronounced effects of photoperiod—the 
partial correlation between Ta and mortality changes. 
Indeed, controlling for photoperiod, lower Ta actually 
seems to be detrimental to survival. This suggests that 
the zero-order correlation (model 3) may be spurious, 
allowing the beneficial effects of photoperiod to mas-
querade as effects of Ta.

In environments in which individuals had the oppor-
tunity to be exposed to seasonal changes in photoperiod, 
mortality during the influenza pandemic was attenu-
ated in proportion to the absolute value of latitude. In 
light of the physical relation between latitude and the 
amplitude of seasonal changes in day length, these data 
raise the possibility that seasonal variations in day 
length, per se, may partially mediate the effects of lati-
tude in the present analysis and may yield functionally 
significant changes in human immune function.

The phenomenology and mechanisms by which 
photoperiod alters immune function have been 
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Figure 1. Worldwide mortality during the 1918-1920 influenza pandemic: relation 
to latitude. Panels show log-scaled mortality (deaths per 1000 people) among 42 
countries. Linear regression of the death rate and the major population center latitude 
for (A) all countries for which data are available, countries segregated by (B) Northern 
and (C) Southern hemisphere, and (D) countries whose major population centers in 
1920 were within the tropics. Dashed lines indicate 95% confidence intervals of the 
mean. Note ordinate axis is on a log scale.

were significant in simple regression models, were not 
significant (Table 1, model 7). Thus, significant effects 
of latitude on 1918-1920 pandemic mortality were evi-
dent, independent of changes in all other variables 
investigated in this model.

Earlier work on this issue established a strong associa-
tion between GDP and mortality during 1918-1920 but 
identified no association between latitude and mortality 
when considered in the context of GDP (Murray et al., 
2006). The absence of detectable effects of latitude in prior 
work may arise from the omission of mortality data from 
countries located between the tropics. In contrast, data 
in the present report are derived from 42 countries, 15 
(36%) of which were within the tropics (see “Historical 
Data Considerations”). If analysis of the present data is 
restricted to regions outside of the tropics, then it confirms 
conclusions reached by earlier reports (Murray et al., 2006; 
Table 2). Exclusion of data from tropical regions may 
omit a significant and informative source of variance and 

 at UNIV OF MICHIGAN on January 28, 2013jbr.sagepub.comDownloaded from 

350  JOURNAL OF BIOLOGICAL RHYTHMS / August 2011

elaborated in several laboratory rodent models. 
Exposure to short day lengths alone is sufficient to 
attenuate symptoms of simulated bacterial and viral 
infections (Bilbo et al., 2002; Nelson, 2004; Prendergast 
et al., 2007). This symptom mitigation occurs as a result 
of decreased synthesis and secretion of IL-1β, IL-6, and 
TNF-α (Bilbo et al., 2002; Prendergast et al., 2003), com-
bined with inhibited behavioral responsiveness to 
proinflammatory cytokines (Wen and Prendergast, 
2007). In addition, short photoperiods trigger increases 
in circulating CD3+/CD4+/CD25+ Treg cells, which 
can inhibit proinflammatory cytokine production 
(Murphy et al., 2005; Prendergast et al., 2007). Moreover, 
during severe cases of innate immune inflammation, 
short days promote survival of lethal sepsis (Prendergast 
et al., 2003).

If exposure to short days indeed attenuates inflam-
matory responses in humans, then the question of when 
day length is acting to attenuate morbidity/mortality 
becomes of interest. In nature, the nadir photoperiod, 
the rate of change in photoperiod, and the annual dura-
tion of exposure to short days all covary, and thus a 
dissection of their relative contributions may not be 
possible using epidemiological data. Moreover, poten-
tial immunomodulatory effects of longer summer day 
lengths must be considered as well. In the laboratory, 
however, effects of short days on immune function are 
persistent, even in the face of intervening longer day 
lengths. For example, effects of short days on T cell–
mediated immune responses endure for at least 5 
months, even after subsequent exposure to long days 
(Prendergast et al., 2004). Thus, one possibility is that, 
despite the year-round prevalence of pathogens, the 
geophysically dictated unavailability of shorter day 
lengths in the tropics at any time of year may categori-
cally deprive its inhabitants of the mere capacity for 
photoperiodic immunomodulation.

There is a strong positive correlation between cyto-
kine production and the clinical severity of influenza 
viruses (Hayden et al., 1998; Fritz et al., 1999; Kaiser 
et al., 2001). Dysregulated and sustained increases in pro-
inflammatory cytokine production (“cytokine storms”) 
result in hemophagocytosis, acute respiratory distress, 
and multiple organ dysfunction syndromes (Headley 
et al., 1997; Fisman, 2000; Huang et al., 2005) and are 
commonly considered the principal causes of the severe 
clinical presentations during pandemics (Kobasa et al., 
2004; Guan et al., 2004). In some rodent models of infec-
tion, short days inhibit inflammatory responses to 
gram-negative, gram-positive, and viral mimetics, sug-
gesting an omnibus effect of day length on diverse 
innate inflammatory responses (Bilbo et al., 2002; Baillie 

and Prendergast, 2008). Photoperiodic mitigation of 
proinflammatory cytokine signaling would presumably 
attenuate the severity of cytokine storms in humans. A 
significant limitation of the present analysis is that pan-
demic mortality rates may also reflect increased patho-
gen transmission rates, increased symptom severity, or 
a combination thereof, and the available data are 
unlikely to afford partitioning variance in mortality 
during 1918-1920 among these possible sources.

When the 1918-1920 influenza mortality data are 
categorized into hourly bins based on nadir winter day 
length, a clear enhancement of survival is evident in 
populations where, within a year prior to death, indi-
viduals may be assumed to have been inhabiting areas 
where photoperiods reached 10L or shorter (corre-
sponding to ≥30° circle of N or S latitude; Fig. 2). 
Although the critical photoperiod for the inhibition of 
inflammatory responses in rodent models of innate 
inflammation is not known, a recent report indicated 
linear effects of photoperiods ranging from 15L to 9L 
on several aspects of immune and adrenocortical func-
tion in hamsters, with critical day lengths of 11L and 
9L for effects of short days on T cell–dependent immune 
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Figure 2. Nadir winter day length predicts mortality during the 
1918-1920 influenza pandemic. Countries (n = 42) were categorized 
based on nadir winter day length rounded to the nearest hour. 
Sample sizes along abscissa indicate number of countries in each 
bin. *p < 0.002 vs. 11L and 12L groups.
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AssociaLon	between	
mortality	probability	of	

1918	influenza	
pandemic	and	laLtude

In	laboratory	rodent	experiments,	exposure	to	short	day	
lengths	alone	is	sufficient	to	a4enuate	symptoms	of	
simulated	bacterial	and	viral	infecLons	



Polio
Hypothesis	I:	Changes	in	suscepLbility	
linked	to	light/dark	cycle,	typically	

mediated	by	changes	in	duraLon	of	daily	
melatonin	pulse?

Dowell	(2001;	EID)

Timing	of	seasonal	polio	
epidemics	in	US	driven	by	

laLtude



Seasonality	in	Births
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Hypothesis	II:	State-specific	difference	
in	epidemic	Lming		due	to	laLtudinally	
driven	demography	and	seasonality	in	

births?

Timing	of	seasonal	
polio	epidemics	in	US	
driven	by	laLtude

Polio
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General mechanisms for seasonality

Host	exposure	
Host	aggregaLon	&	increased	contacts	

Vector	abundance	&	biLng	rates	
Development	&	survival	of	parasite

Host	Popula2on	Size		
Seasonally	pulsed	births

Host	Suscep2bility		
Changes	in	host	stress	&	immunity



Measles in humans 

Dramatic epidemic cycles and ‘fade out’

•Reported	monthly	cases	
1945-70	

•Descending	order	of	
populaLon	size	

•DramaLc	cycles	in	cases	

•ReducLon	in	UK	ajer	1968	

•ExLncLon	(“fade	out”)	in	
Iceland	between	epidemics



Critical community size 
(CCS)

•Smallest population of susceptible hosts below 
which disease goes extinct, and above which 
disease persists 

•Microparasitic infections, like measles, can persist 
in large cities but ‘fade out’ in smaller towns 

• Influx of susceptibles in-between epidemics not 
sufficient in small places to maintain chain of 
transmission



Different kinds of epidemics
Measles outbreaks in England & Wales



Different kinds of epidemics

Type I

Bartlett (1956)



Different kinds of epidemics

Type I

Type II

Bartlett (1956)



Different kinds of epidemics

Type I

Type II

Type III

Bartlett (1956)



Lecture Summary
• Dynamics of epidemics 
• Recurrent outbreaks 
• Seasonal pathogens and the drivers of “seasonality” 

– Pulsed births 
– Changes in host susceptibility 
– Pattern of contacts, pathogen persistence, vector biology 

• Fade-outs and Critical Community Size 

• Next 
• Metapopulations 
• Within-host dynamics — Polymicrobial systems



Measles



Measles in England & Wales
P
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Measles persists well in 
large cities

But “fades out” (goes 
locally extinct) in small 

populations

Mass vaccination, 1968

Rohani et al. (1999)



Long-term persistence: 
Critical Community Size (CCS)

✦ Smallest population of hosts below which disease 
goes extinct, and above which disease persists 
(Bartlett 1956)

✦ Measles can persist in cities with 300,000-500,000 
but ‘fades out’ in smaller towns

✦ How would vaccination affect CCS?



Measles CCS in Model Vs Data

Model

England & 
Wales Data

No increase in Critical Community Size!

è vaccine doesn’t work?



MEASLES: 
THE MOVIE!



Spatial Synchrony & Correlation

Spatially 
Uncorrelated

Strongly 
correlated

Negatively 
correlated



Measles in England & Wales

Pre-vaccine epidemics 
significantly more spatially 

synchronised than in 
vaccine era

Rohani et al. (1999)



Consider	two	towns	linked	by	
movement

Out-of-phase	towns	may	reduce	
fadeouts	in	epidemic	troughs

With	epidemics	in	phase,	number	of	
fadeouts	remains	largely	unaffected

The ‘Rescue Effect’ 
(Brown & Kodric-Brown 1977)

So, spatial ecology of epidemics also important
May have significant vaccination consequences



Metapopulation Ecology
✦What are metapopulations?
✦Meta:  “of a higher order” 
✦Metapopulation = a population of populations
✦Any patchily distributed system where populations 

can go extinct and be recolonized
✦Set of local populations with migration between 

patches



Spatial disease dynamics 
Mechanism for parasite persistence

✦ Local persistence
✦ Susceptible recruitment
✦ Loss of immunity 
✦ New births

✦ Regional persistence 
✦ Spatial transmission between partly isolated host 

populations – spatial spread
✦ Asynchronous epidemics: epidemiological 

metapopulations



Potential Role for Pulsed Vaccination?

etc

The ‘Rescue Effect’ in Action?

Vaccination at same time in two cities with out-of-phase 
dynamics can synchronise epidemics (Earn et al. 1998)



Summary

✦ Travelling waves from point source introductions

✦ “Metapopulation” concept also applicable in disease 
ecology

✦ Understanding patterns of spatial synchrony can explain 
persistence dynamics (measles)

✦ In E&W, measles transmission follows a spatial hierarchy, 
with core cities and satellite towns and villages

✦ Some cities/states play a bigger role in spatial 
transmission 

✦ Important for control or management strategies



Measles Virus
• Paramyxoviridae family, Morbillivirus 

genus 

• Non-segmented, enveloped, single-
stranded, negative sense RNA virus 

• Genome: 16,000 nt, encodes 6 
structural and 2 non-structural 
proteins 

• Cellular receptors: CD46, CD150 & 
Nectin-4

Nucleocapsid protein (N)
Phosphoprotein (P)
Matrix protein (M)

Fusion protein (F)

Attachment protein (H)

Polymerase (L)

Moss & Griffin (2006, Nat. Rev. Micro)



Measles Infection
youtu.be/y0opgc1WoS4



Time Course of Measles 
Infection

• Measles  is a disease with 
great complexity  

• Systemic infection 

• Targets broad range of 
cells: immune cells, 
epithelial & endothelial 
cells, …

Moss & Griffin (2006, Nat. Rev. Micro)



MV Infection and the 
Immune system

• Early innate response 

• activation of NK cells 

• early production of INF-α & β 

• Adaptive immune responses 

• Cellular immunity important for clearing virus 

• Antibody response protect from reinfection 
(long-lasting immunity) 

• immunity conferred to infants by maternal 
ABs 

• Unclear role of ABs in viral clearance  

Moss & Griffin (2006, Nat. Rev. Micro)



“... the great measles epidemic of 1808 in Glasgow was indeed 
followed by many deaths from whooping cough in 1809. 

Whatever correspondence or relation there may be between 
measles and whooping-cough, (and it has been remarked by 
many in the ordinary way of experience), it eludes the method 
of statistics." 
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Charles Creighton (1894)



Immunosuppressive Effects 
of Measles

• “The immune responses induced by MV infection are paradoxically 
associated with depressed responses to non-MV antigens, and 
this effect continues for several weeks to months after resolution 
of the acute illness... delayed-type hypersensitivity (DTH) 
responses to recall antigens, such as tuberculin, are suppressed 
and cellular and humoral responses to new antigens are impaired.” 

• “MV-induced immune suppression renders individuals more 
susceptible to secondary bacterial and viral infections that can 
cause pneumonia and diarrhoea, and is responsible for much of 
the measles-related morbidity and mortality. Pneumonia, the 
most common fatal complication of measles, occurs in 56–86% of 
measles-related deaths”

Griffin, D. in Fields Virology



The Measles Paradox

• “Hallmark of measles infection”: generalized immune 
suppression lasting several weeks to months after 
resolution of virus  
• increased susceptibility to opportunistic infections 

•BUT measles is associated with immune activation and 
induces strong MV-specific immune responses that 
confer lifelong immunity



Measles infection in 
macaques 

de	Vries	et	al.	2012,	PLOS	Pathogen	

CD150+

• Depletion of pre-existing CD150+ memory lymphocytes 

• Whether depletion is mediated by necrosis, apoptosis, pyroptosis, or 

cytotoxic T-cells remains to be determined



Polymicrobial systems

VACCINES

Long-term measles-induced
immunomodulation increases overall
childhood infectious disease mortality
Michael J. Mina,1,2* C. Jessica E. Metcalf,1,3 Rik L. de Swart,4

A. D. M. E. Osterhaus,4 Bryan T. Grenfell1,3

Immunosuppression after measles is known to predispose people to opportunistic
infections for a period of several weeks to months. Using population-level data, we show
that measles has a more prolonged effect on host resistance, extending over 2 to 3 years.
We find that nonmeasles infectious disease mortality in high-income countries is tightly
coupled to measles incidence at this lag, in both the pre- and post-vaccine eras. We
conclude that long-term immunologic sequelae of measles drive interannual fluctuations in
nonmeasles deaths. This is consistent with recent experimental work that attributes the
immunosuppressive effects of measles to depletion of B and T lymphocytes. Our data
provide an explanation for the long-term benefits of measles vaccination in preventing
all-cause infectious disease. By preventing measles-associated immune memory loss,
vaccination protects polymicrobial herd immunity.

M
easles vaccines were introduced 50 years
ago andwere followed by striking reduc-
tions in child morbidity and mortality
(1, 2). Measles control is now recognized
as one of themost successful public health

interventions ever undertaken (3). Despite this,
in many countries vaccination targets remain
unmet, and measles continues to take hundreds
of thousands of lives each year (3). Even where
control has been successful, vaccine hesitancy
threatens the gains that have been made (1, 4).
The introduction of mass measles vaccination
has reduced childhood mortality by 30 to 50%
in resource-poor countries (5–8) and by up to
90% in themost impoverished populations (9, 10).
The observed benefits cannot be explained by the
prevention of primary measles virus (MV) infec-
tions alone (11, 12), and they remain a central mys-
tery (13).
MV infection is typified by a profound, but

generally assumed to be transient, immunosup-
pression that renders hosts more susceptible to
other pathogens (14–17). Thus, contemporaneous
reductions in nonmeasles mortality after vacci-
nation are expected. However, reductions in in-
fectious diseasemortality aftermeasles vaccination
can last throughout the first 5 years of life (5–10),
which is much longer than anticipated by tran-
sient immunosuppression, which is generally con-
sidered to last for weeks to months (16, 17).
Proposed mechanisms for a nonspecific bene-

ficial effect of measles vaccination range from
suggestions that live vaccinesmay directly stimu-

late cross-reactive T cell responses or that they
may train innate immunity to take on memory-
like phenotypes (13, 18–21). Althoughwell described
by Aaby (11, 12) and others (22) in observational
studies, primarily in low-resource settings, these
effects may not fully explain the long-term ben-
efits observed with measles vaccination and can-
not explain the pre-vaccination associations of
measles and infectious disease mortality we
describe below. The World Health Organization
(WHO) recently addressed this issue (22) and
concluded that measles vaccination is associated
with large reductions in all-cause childhoodmor-
tality but that there is no firm evidence to explain
an immunological mechanism for the nonspe-
cific vaccine benefits.
Recent work (17, 23) invoked a different hypo-

thesis that a loss of immunememory cells afterMV
infection resets previously acquired immunity,
and vaccination prevents this effect. de Vries et al.
(17) reproduced transient measles immune sup-
pression in macaques, characterized by systemic
depletion of lymphocytes and reduced innate im-
mune cell proliferation (24). Although peripheral
blood lymphocyte counts were restored within
weeks as expected (25), the authors hypothesized
that rapid expansions of predominantly measles-
specific B and T lymphocytes masked an ablated
memory-cell population (17). In other words,MV
infection replaced the previous memory cell rep-
ertoire with MV-specific lymphocytes, resulting
in “immuneamnesia” (17) tononmeaslespathogens.
Previous investigations of virus-induced memory-
cell depletion suggest that recovery requires re-
stimulation, either directly or via cross-reactive
antigens (26–29).
We propose that, if loss of acquired immuno-

logicalmemory aftermeasles exists, the resulting
impaired host resistance should be detectable in
the epidemiological data collected during periods
when measles was common and [in contrast to

previous investigations that focus on low-resource
settings (5–12)] shouldbe apparent inhigh-resource
settings where mortality from opportunistic in-
fections during acute measles immune suppres-
sion was low. Relatively few countries report the
necessary parallel measles and mortality time se-
ries to test this hypothesis. National-level data
from England, Wales, the United States, and
Denmark [Fig. 1, A to C; see supplementary
materials (SM) 1 for details], spanning the dec-
ades surrounding the introduction of mass mea-
sles vaccination campaigns, meet our data criteria.
To assess the underlying immunological hypo-

thesis (Fig. 1D) using population-level data, we
required that first, nonmeasles mortality should
be correlated with measles incidence data, espe-
cially because the onset of vaccination reduces
the latter. Second, an immunememory lossmecha-
nism should present as a strengthening of this
associationwhenmeasles incidence data are trans-
formed to reflect an accumulation of previous
measles cases (a measles “shadow”). For example,
if immune memory loss (or more broadly, immu-
nomodulation) lasts 3 years, the total number
of immunomodulated individuals (S) in the nth
quarter can be calculated as the sum of the mea-
sles cases (M) over the previous (and current)
12 quarters: Sn =Mn–11 +Mn–10 +…+Mn–1 +Mn.
In practice, we weighted the quarters using a
gamma function. Dividing S by the total popula-
tion of interest thus provides the prevalence of
immunomodulation (see SM 2, and 3; fig. S1, A to
C; andmovie S1 for detailedmethods). Third, the
strength of this association should be greatest
when the mean duration over which the cases are
accumulated matches the mean duration required
to restore immunological memory after MV infec-
tion. Fourth, the estimated duration should be
consistent both with the available evidence of
increased risk of mortality after MV, compared
with uninfected children, and with the time
required to build a protective immune repertoire
in early life (Fig. 1D, fig. S2, and SM 5 and 6).
To explicitly address whether the observed

nonspecific benefits of vaccination can be attri-
buted to the prevention of MV immunomodula-
tion, evidence for the four hypotheses must be
present separately within the pre-vaccine eras.
Reductions in nonmeasles infectious disease

mortality (SM 1) are shown in Fig. 1, for children
aged 1 to 9 years in Europe and aged 1 to 14 years
in the United States, shortly after the onset of
mass vaccination in each country. The fall in mor-
tality was later inDenmark, corresponding to the
introduction of measles vaccination in the 1980s,
as compared to the late 1960s for the United
Kingdom and United States. In all locations,
measles incidence showed significant (P < 0.001)
associations with mortality (Fig. 1, E to G). How-
ever, effect sizes varied (fig. S3A), reflecting low
reporting in the United States [fig. S3B and (30)]
and changes in health care practice between eras.
Adjusting for year as a covariate (SM 4) had little
effect on the point estimates (fig. S3C). These as-
sociations could reflect transientmeasles immune
suppression. Thus, to address our second hypo-
thesis that MV immunomodulation can explain

694 8 MAY 2015 • VOL 348 ISSUE 6235 sciencemag.org SCIENCE

1Department of Ecology and Evolutionary Biology, Princeton
University, Princeton, NJ, USA. 2Medical Scientist Training
Program, School of Medicine, Emory University, Atlanta, GA,
USA. 3Fogarty International Center, National Institutes of
Health, Bethesda, MD, USA. 4Department of Viroscience,
Erasmus University Medical Center, Rotterdam, Netherlands.
*Corresponding author. E-mail: michael.j.mina@gmail.com

RESEARCH | REPORTS

 o
n 

A
ug

us
t 9

, 2
01

6
ht

tp
://

sc
ie

nc
e.

sc
ie

nc
em

ag
.o

rg
/

D
ow

nl
oa

de
d 

fr
om

 

What are effects of measles immune suppression on other 
infectious diseases?  

Polymicrobial diseases: transmission and pathogenicity involve 
interactions among distinct pathogens 

Examine by quantifying consequences of measles vaccination



Measles vaccine coverage

Estimated 114,000 infant deaths per year



Mina et al. (2015) evidential 
requirements 

I. Non-measles mortality should be correlated with measles 
incidence data 

II. Immune memory loss mechanism should present as a 
strengthening of this association when measles incidence data 
are appropriately accumulated (a measles “shadow”)  

III. Strength of association should be greatest when mean duration 
over which cases are accumulated matches mean duration 
required to restore immunological memory after MV infection 

IV. Estimated duration should be consistent both with available 
evidence of increased risk of mortality after MV, compared with 
uninfected children, and with time required to build a protective 
immune repertoire in early life



Mina et al. (2015)
long-term increased mortality and, consequently,
improved survival after vaccination, we trans-
formed measles incidence into population preva-
lence ofMV immunomodulation,with theduration
of the immunomodulation (the time required to
rebuild sufficiently protective immune memory)
defined by a gamma distribution to weight the
previous time points summed together, as dis-
cussed above and in SM 2 and movie S1.

When the gamma-distributed transformation
was applied to the England and Wales measles
data, the best-fit duration of MV immunomodu-
lation, as determined by the linear fit of the cor-
responding prevalence ofMV immunomodulation
to the mortality data (SM 3), centered at a 28.3-
month duration of measles-induced immuno-
modulation. This corresponded to a strong and
significantly improved association between mea-

sles and all-cause infectious disease mortality
[coefficient of determination (R2) = 0.92 versus
0.37; P < 0.00001; Fig. 2, A to C]. Simpler addi-
tive transformations (SM 2 and movie S1) return
the same qualitative pattern (Fig. 2D), and adjust-
ing for year in the model had no effect (fig. S4).
Figure 2, E and F, shows the time series for the
actual and predicted mortalities (calculated from
the linear fits), together with the prevalence of

SCIENCE sciencemag.org 8 MAY 2015 • VOL 348 ISSUE 6235 695

Fig. 1. Measles incidence, nonmeasles infectious disease mortality, and
measles-induced immunomodulation. Nonmeasles infectious diseasemortal-
ity andmeasles incidence time series (A toC) and regressions (E toG) are shown
for EnglandandWales, theUnitedStates, andDenmark.Thevertical dashed lines in
(A) to (C) indicate the year of introduction of the measles vaccine. (D) Measles-
induced lymphopenia and subsequent measles-specific lymphocyte expansion in

the weeks after MV infection, as described in (17, 23), are shown, and time is
extended to depict hypothesized long-term immunomodulatory effects of MV
infection and reconstitution of the immune response through individual exposures.
Scatter plots and best-fit regression curves (plotted with 95% confidence bands)
are shown for nonmeasles infectious disease mortality versus measles incidence
for England andWales (E), the United States (F), and Denmark (G).
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Rollout of national measles routine immunization 
programs associated with drop in non-measles 
infectious disease deaths — a measles “shadow”?
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of the immunomodulation (the time required to
rebuild sufficiently protective immune memory)
defined by a gamma distribution to weight the
previous time points summed together, as dis-
cussed above and in SM 2 and movie S1.
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was applied to the England and Wales measles
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tive transformations (SM 2 and movie S1) return
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Figure 2, E and F, shows the time series for the
actual and predicted mortalities (calculated from
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Fig. 1. Measles incidence, nonmeasles infectious disease mortality, and
measles-induced immunomodulation. Nonmeasles infectious diseasemortal-
ity andmeasles incidence time series (A toC) and regressions (E toG) are shown
for EnglandandWales, theUnitedStates, andDenmark.Thevertical dashed lines in
(A) to (C) indicate the year of introduction of the measles vaccine. (D) Measles-
induced lymphopenia and subsequent measles-specific lymphocyte expansion in

the weeks after MV infection, as described in (17, 23), are shown, and time is
extended to depict hypothesized long-term immunomodulatory effects of MV
infection and reconstitution of the immune response through individual exposures.
Scatter plots and best-fit regression curves (plotted with 95% confidence bands)
are shown for nonmeasles infectious disease mortality versus measles incidence
for England andWales (E), the United States (F), and Denmark (G).
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How long is the ‘shadow’?
MV immunomodulation (seemovie S2 for the full
paths of these transformations). Overall, a simple
weighted integral of measles incidence captures
the nonmeasles mortality data remarkably well
and more closely than the raw incidence.
To evaluate our fourth hypothesis, we com-

pared the best-fit gamma distribution (indicating
average time to return of full immunity) to (i) the
previously observed (31) duration of elevated rel-
ative risk (RR) of all-cause mortality after inten-
sive measles exposure (albeit in children exposed
before 6 months of age) and (ii) to the global age
distribution (fig. S2) of bacterial invasive disease

in children under 5 years of age [an estimate for
the time required to build protective immunity
(32)]. Both the elevated RR of mortality after
measles exposure and declines from peak rates
of bacterial disease, indicating the development
of sufficiently protective immunity, fell precisely
along the gamma curve (R 2 =0.97 and 0.99, re-
spectively; Fig. 2G).
We tested these results for nonspecific effects

of vaccination (11) by applying the same proce-
dures to the pre-vaccination data alone. Before
vaccination, the best-fit duration of MV immu-
nomodulation was no different (centered at 28.0

versus 28.3 months; Fig. 2, B to D, and fig. S5A)
and closely matched the duration identified in
the post-vaccine era as well (29.2 months; fig.
S5A). Moreover, the coefficients describing the
slope ofmortality rate versus prevalence of immu-
nomodulation were nearly identical (Fig. 2, B and
I, and fig. S5B). This effect held regardless of
which era’s respective best-fit gamma transform
was used (fig. S5, B to D), because optimizing the
transformation using only the pre-vaccine data
permitted accurate prediction of the post-vaccine
era data that was not used to fit the model
(known as out-of-sample prediction). The results

696 8 MAY 2015 • VOL 348 ISSUE 6235 sciencemag.org SCIENCE

Fig. 2. England and Wales: Measles-induced immunomodulation and
nonmeasles infectious disease mortality (1952–1975). Annual incidence
of nonmeasles infectious diseasemortality regressed against the prevalence of
MV immunomodulation, given (A) no transform or (B) the best-fit gamma
transform (that provides the best linear fit, R2, to the data). Individual regres-
sion lines and 95%confidence intervals are plotted for regressions over the full
data set (blue), the pre-vaccine era data only (green), and the post-vaccine era
data only (red). R2 is plotted against the mean duration of MV immunomo-
dulation for the (C) gamma or (D) additive transformation for the full data set
(blue lines) or the pre-vaccine data only (red lines). Inset graphs in (A) and (B)
are the same as (C), and the location of the dots (color coded as per the
regression lines) represent the duration of immunomodulation and the R2

values associated with the scatter plot shown. In (E and F), the measured
nonmeasles infectious disease mortality is plotted (broken line) along with the
predicted annual mortalities (solid blue and red lines), predicted using the

regression coefficients from the (H) untransformed or (I) best-fit transformed
data. Predictions in (E) and (F) are either in sample and based on the full data
set (blue line), or out of sample and based on the pre-vaccine data only (red
line). In (F), for example, the in-sample mortality prediction is made from the
regression coefficients (I) from the best-fit transformed data for the full data
set (blue line), and mortality is also predicted entirely out of sample for the
post-vaccine era by optimizing the gamma transformation and calculating
regression coefficients using only data from the pre-vaccine era (red line; fig.
S5C). (G) The best-fit gamma distribution (optimized against the full data set)
is shown (dark red line), alongwith the distribution of under-5 bacterial invasive
disease versus age after the depletion of maternal antibodies (broken gray
line), and the relative risk of non-MVmortality after MV infection, described in
(31), is also shown plotted against time since MV infection (blue points). (H)
and (I) The regression coefficients for the best-fit lines shown in (A) and (B) are
plotted with 95% confidence intervals in (H) and (I), respectively.
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MV immunomodulation (seemovie S2 for the full
paths of these transformations). Overall, a simple
weighted integral of measles incidence captures
the nonmeasles mortality data remarkably well
and more closely than the raw incidence.
To evaluate our fourth hypothesis, we com-

pared the best-fit gamma distribution (indicating
average time to return of full immunity) to (i) the
previously observed (31) duration of elevated rel-
ative risk (RR) of all-cause mortality after inten-
sive measles exposure (albeit in children exposed
before 6 months of age) and (ii) to the global age
distribution (fig. S2) of bacterial invasive disease

in children under 5 years of age [an estimate for
the time required to build protective immunity
(32)]. Both the elevated RR of mortality after
measles exposure and declines from peak rates
of bacterial disease, indicating the development
of sufficiently protective immunity, fell precisely
along the gamma curve (R 2 =0.97 and 0.99, re-
spectively; Fig. 2G).
We tested these results for nonspecific effects

of vaccination (11) by applying the same proce-
dures to the pre-vaccination data alone. Before
vaccination, the best-fit duration of MV immu-
nomodulation was no different (centered at 28.0

versus 28.3 months; Fig. 2, B to D, and fig. S5A)
and closely matched the duration identified in
the post-vaccine era as well (29.2 months; fig.
S5A). Moreover, the coefficients describing the
slope ofmortality rate versus prevalence of immu-
nomodulation were nearly identical (Fig. 2, B and
I, and fig. S5B). This effect held regardless of
which era’s respective best-fit gamma transform
was used (fig. S5, B to D), because optimizing the
transformation using only the pre-vaccine data
permitted accurate prediction of the post-vaccine
era data that was not used to fit the model
(known as out-of-sample prediction). The results
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(blue lines) or the pre-vaccine data only (red lines). Inset graphs in (A) and (B)
are the same as (C), and the location of the dots (color coded as per the
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regression coefficients from the (H) untransformed or (I) best-fit transformed
data. Predictions in (E) and (F) are either in sample and based on the full data
set (blue line), or out of sample and based on the pre-vaccine data only (red
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set (blue line), and mortality is also predicted entirely out of sample for the
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regression coefficients using only data from the pre-vaccine era (red line; fig.
S5C). (G) The best-fit gamma distribution (optimized against the full data set)
is shown (dark red line), alongwith the distribution of under-5 bacterial invasive
disease versus age after the depletion of maternal antibodies (broken gray
line), and the relative risk of non-MVmortality after MV infection, described in
(31), is also shown plotted against time since MV infection (blue points). (H)
and (I) The regression coefficients for the best-fit lines shown in (A) and (B) are
plotted with 95% confidence intervals in (H) and (I), respectively.
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Polymicrobial effects

MV immunomodulation (seemovie S2 for the full
paths of these transformations). Overall, a simple
weighted integral of measles incidence captures
the nonmeasles mortality data remarkably well
and more closely than the raw incidence.
To evaluate our fourth hypothesis, we com-

pared the best-fit gamma distribution (indicating
average time to return of full immunity) to (i) the
previously observed (31) duration of elevated rel-
ative risk (RR) of all-cause mortality after inten-
sive measles exposure (albeit in children exposed
before 6 months of age) and (ii) to the global age
distribution (fig. S2) of bacterial invasive disease

in children under 5 years of age [an estimate for
the time required to build protective immunity
(32)]. Both the elevated RR of mortality after
measles exposure and declines from peak rates
of bacterial disease, indicating the development
of sufficiently protective immunity, fell precisely
along the gamma curve (R 2 =0.97 and 0.99, re-
spectively; Fig. 2G).
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Both elevated RR of all-cause 
mortality after measles exposure 
and declines from peak rates of 
bacterial disease, indicating 
development of sufficiently 
protective immunity, fell precisely 
along gamma curve  



How long is the ‘shadow’?

long-term increased mortality and, consequently,
improved survival after vaccination, we trans-
formed measles incidence into population preva-
lence ofMV immunomodulation,with theduration
of the immunomodulation (the time required to
rebuild sufficiently protective immune memory)
defined by a gamma distribution to weight the
previous time points summed together, as dis-
cussed above and in SM 2 and movie S1.

When the gamma-distributed transformation
was applied to the England and Wales measles
data, the best-fit duration of MV immunomodu-
lation, as determined by the linear fit of the cor-
responding prevalence ofMV immunomodulation
to the mortality data (SM 3), centered at a 28.3-
month duration of measles-induced immuno-
modulation. This corresponded to a strong and
significantly improved association between mea-

sles and all-cause infectious disease mortality
[coefficient of determination (R2) = 0.92 versus
0.37; P < 0.00001; Fig. 2, A to C]. Simpler addi-
tive transformations (SM 2 and movie S1) return
the same qualitative pattern (Fig. 2D), and adjust-
ing for year in the model had no effect (fig. S4).
Figure 2, E and F, shows the time series for the
actual and predicted mortalities (calculated from
the linear fits), together with the prevalence of
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Fig. 1. Measles incidence, nonmeasles infectious disease mortality, and
measles-induced immunomodulation. Nonmeasles infectious diseasemortal-
ity andmeasles incidence time series (A toC) and regressions (E toG) are shown
for EnglandandWales, theUnitedStates, andDenmark.Thevertical dashed lines in
(A) to (C) indicate the year of introduction of the measles vaccine. (D) Measles-
induced lymphopenia and subsequent measles-specific lymphocyte expansion in

the weeks after MV infection, as described in (17, 23), are shown, and time is
extended to depict hypothesized long-term immunomodulatory effects of MV
infection and reconstitution of the immune response through individual exposures.
Scatter plots and best-fit regression curves (plotted with 95% confidence bands)
are shown for nonmeasles infectious disease mortality versus measles incidence
for England andWales (E), the United States (F), and Denmark (G).

RESEARCH | REPORTS



Conclusions
•Population evidence for prolonged (~2- to 3-yr) impact of 
measles infection on subsequent mortality from other 
pathogens 

•MV infection and vaccination generate herd immunity against 
subsequent measles epidemics  

•MV infections could also reduce population immunity against 
other infections via measles-induced immune amnesia 

•Measles vaccination cost-effective intervention against measles  
•Mina et al. suggest extra bonus — additional immunological 
dividends: mortality (and probably morbidity) reductions 
linked to measles vaccination might be much greater than 
previously considered 

•“polymicrobial herd protection” 


